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Abstract 

Data mining is the search of large datasets to extract hidden and previously unknown 

patterns. Here image mining Extremely is focused on extracting implicit knowledge or 

patterns which are not explicity found in the images from collection of images or 

databases. This is the process of finding necessary information and knowledge in huge 

volume of data.  Image mining is much more necessary for the efficient extraction 

of features in huge amount of complex data. It is a challenging field which extends 

traditional data mining focused from structured data to unstructured data such as image 

data. This paper presents a survey on various feature extractions in image mining. 
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 Introduction 

Mining is a process for discover the knowledge or check the pattern of the previous data. 

Once the patterns are found then these patterns are helps to make the decisions for the 

future strategies. sorting the information and getting specific information from databases has 

become of major significance. There is an enormous volume of information out there for 

individual due to huge analysis and development in the recent years. 

In Image process, feature extraction starts from an initial set of measured information and 

builds derived values Pictures have visual character, they will be pictured in numerical kind, 

but great amount of numbers is to be evaluated so as to go looking image databases. Finding, 

extracting and classifying objects from pictures are the fundamental needs of process a picture 

with success. These as a novel class of information disagree from text data in many aspects as 

in terms of their nature thus in terms of storing and retrieving. Looking out info at intervals 

pictures represents a special entity of information process. Figure 1 shows the schematic 

illustration of image mining method. 
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Fig. 1: General Image Mining system 

 FEATURES 

2.1  OBJECT BASED FEATURE EXTRACTION 

Feature extraction is said to spatiality reduction. The object-based feature extraction is 

predicated on single-object characterization and multiobject spatial relationships. The system 

extracts objects from the image content victimization the differential morphological profiles 

(DMP). These objects are one by one processed to extract form and spectral options. In Image 

process, feature Extraction starts from an initial set of measured information and builds 

derived values. The features used were the following. 

2.1.1 Color Moments 

For the color moments mean, variance, and skewness of the HSV values were 

calculated and stored in a 9-D feature. The RGB colour coordinates of the pixels were 

first transformed to the hue-saturation-value (HSV) coordinate system. 

2.1.2 Texture 

N. Boujemaa and J. Fauqueur (2001) says Visual appearance is automatically measured by 

numerical signature of image features such as color, texture, shape, or most often a 

combination of them. More specific image signatures have to be developed for special content 

and situations. Then, M. Datcu et al., (2003) proposed a system that extracts structural 

information from remote sensing images by selecting those prior models that best explain the 
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structures within an image. On the lowest level, the image data, is used to capture the spatial, 

spectral, and geometric structures in the image. 

S. Durbha and R. King (2005), used the primitive feature extraction techniques. The primitive 

features that have been extracted from each region are used to perform an unsupervised 

classification (using KPCA), which extracts components of features that are nonlinearly related 

to the input variables. Since, the feature extraction produces large volumes of data that cannot 

be managed in practice. Later, Ashfaqur Rahman et al., (2016) computed three sets of 

features from the processed images of the rock surfaces. 

2.1.3 Color Features 

A histogram of the same size (i.e., number of bins) is computed from the three channels 

representing the distribution of different color components across the image. 

Each color image is composed of three color channels: red (R), green (G), and blue 

(B).  

2.1.4 Texture Features 

 Images are first converted to gray level images to compute texture features.  Gray Level Co-

occurrence Matrix (GLCM) is a tabulation of how often different combinations of pixel 

brightness values (grey levels) occur in an image. The variation of gray level values (highs and 

lows) across the image is encoded in a GLCM.  

2.1.5 Edge Features 

Here the image is divided into N × N sub-images. Each sub image is further subdivided into 

B × B square blocks. An edge detection algorithm is applied on the gray level image to compute 

edges. 

2.2 General feature Extraction 

The overall Feature Extraction relies on spectral options and texture options. This is the 

extension of conventional linear discriminant analysis. Two nonlinear feature extraction 

algorithms based on this frame 

2.3 Tile-Based Feature Extraction 

The tile-based feature extraction is performed on the individual tiles. Each ingested 

multispectral image is subdivided into image tiles of size 256 m × 256 m. 

2.4 Anthropogenic Feature Extraction 

The phylogenesis feature extraction relies on linear options.  Anthropogenic image 

content is often semisynthetic parts detectable within the satellite representational 

process like roads, buildings, and alternative structures. 
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 CONCLUSION 

This paper presents a survey on data mining techniques for varied features that was planned 

earlier by researchers for the higher development within the field of image mining. Image 

mining handles with the hidden data extraction, image knowledge association and extra 

patterns that do not seem to be clearly accumulated within the pictures. Image mining is just 

a growth of information mining within the field of image process. Image mining handles with 

the hidden data extraction, image knowledge association and extra patterns that do not seem 

to be clearly accumulated within the pictures. 
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