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A B S T R A C T  

Although breast cancer has come a long way over the past few decades, women are still facing a lot of 

anxiety due to a high false-positive rate. So, there is a strong need to reduce unnecessary and 

burdensome emotional stress for women. Meanwhile, more precise diagnosis can help reduce the 

number of false-positives. In this study, we propose a method to identify and classify mammogram 

images into three classes: normal, benign, and malignant, to reduce the rate of false positives and assist the 

radiologist in making a correct decision. Our approach involves convolutional neural networks, which 

are a very advanced and efficient technique when dealing with images in deep learning. To provide an 

efficient solution, transfer learning makes it possible to obtain high performances on small datasets, which 

were reached with a pre-trained EfficientNet, a state-of-the-art neural network optimized through fine-

tuning hyperparameters and data pre-processing. We also used image augmentation techniques to 

further improve the efficiency of the solution. With the aforementioned architecture and the 

LAMISDMDB dataset, we achieved an accuracy of 83% and a precision of 83% 
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1 Introduction 

Breast cancer is a global health concern, with the WHO reporting 2.3 million new diagnoses and 685,000 

deaths in 2020 [1]. Mammography, a crucial tool for early detection, is constrained by the need for expert 

radiologists, high costs, and the incidence of false-positive results [2]. Machine learning, especially deep 

learning, has gained traction in improving mammogram analysis by automating detection and classification, 

potentially reducing costs and enhancing patient care [3]. We introduce an approach using the LAMIS- 

DMDB dataset, coupled with data augmentation techniques, to train an EfficientNet deep learning model 

based on transfer learning for accurate mammogram recognition and classification. 

2 Related Works 

The application of machine learning for mammography analysis has surged, driven by deep learning. 

Researchers have employed deep convolutional neural networks (CNNs) to detect correlated features in 

mammograms and predict breast cancer [4]. Additional techniques, including generative adversarial 

networks (GANs) for data augmentation [5], have been explored. For example, one study employed a binary 

CNN classifier for distinguishing normal from abnormal cases and trained a MobileNet-based architecture 

for identifying mammographic flaws [6]. Another study introduced a customized DCNN architecture for 

efficient differentiation between benign and malignant breast masses, with SVM classification [7]. In 

another instance, transfer learning with fine-tuning was used on CNNs to categorize breast lesions, 

introducing a fifth category for normal tissues [8]. These approaches represent strides in improving the 

efficiency and accuracy of breast cancer detection. 

3 Methods and Results 

Our process involves two stages: pre-processing and classification. DICOM images, prevalent in medical 

imaging, undergo initial pre-processing to isolate the breast organ, enhance contrast, and remove noise. 

Pre-processed mammograms are then classified into normal, benign, and malignant cases using 
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EfficientNet-based transfer learning. The model is trained, validated, and tested on the LAMIS-DMDB 

dataset, consisting of digital mammograms. Experimental results show the value of data augmentation and 

pre-processing. The model with data augmentation outperformed others, achieving a classification accuracy 

of 83%. 

4 Conclusion 

Transfer learning, particularly employing pre-trained convolutional neural networks, proves effective in 

mammogram classification. Our findings demonstrate the suitability of EfficientNet-based transfer learning 

for this field. As a next step, we plan to apply our approach to additional datasets and explore the use of 

generative adversarial networks for data augmentation. Ultimately, our goal is to develop an efficient and 

comprehensive computer-aided detection system based on machine learning and deep learning. 
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