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ABSTRACT 

Learning analytics (LA) is a growing research area, which aims at selecting, analyzing and reporting 

student data (in their interaction with the online learning environment), finding patterns in student 

behaviour, displaying relevant information in suggestive formats; the end goal is the prediction of 

student performance, the optimization of the educational platform and the implementation of 

personalized interventions. According to the Society of Learning Analytics Research1, LA can be 

defined as "the measurement, collection, analysis and reporting of data about learners and their 

contexts, for purposes of understanding and optimizing learning and the environments in which it 

occurs". The topic is highly interdisciplinary, including machine learning techniques, educational data 

mining, statistical analysis, social network analysis, natural language processing, but also knowledge 

from learning sciences, pedagogy and sociology; up-to-date overviews of the area are provided in. 

Various educational tasks can be supported by learning analytics, as identified in analysis and 

visualization of data; providing feedback for supporting instructors; providing recommendations for 

students; predicting student's performance; student modelling; detecting undesirable student 

behaviours; grouping students; social network analysis; developing concept maps; constructing 

courseware; planning and scheduling. Similarly, seven main objectives of learning analytics are 

summarized in: monitoring and analysis; prediction and intervention; tutoring and mentoring; 

assessment and feedback; adaptation; personalization and recommendation; reflection. 
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1 Introduction 

The prediction of students' performance is one of the most popular goals of Learning Analytics (LA), which 

aims to estimate future learning outcomes and identify indicators for learning success, more specifically, the 

objective of the project is to develop a model which can infer the students' academic performance (i.e., the 

predicted variable, generally in the form of grades or scores) from a combination of various indicators (i.e., 

predictor variables) from the educational dataset. The predictive information is extremely valuable, as it can 

offer instructors the ability to monitor the learning progress and provide students with personalized 

feedback and interventions; in particular, the instructor can be advised about students at-risk, who are in 

need of more assistance [1]. It predicts the future performance of a student after being enrolled in an 

educational institute. Hence, determining who would do well and who would receive poor scores. Such 

results would help to make admission decisions more efficient and improve the quality of academic services. 

Administrators can use predictive results to evaluate the performance of students in the upcoming academic 

semesters. Lecturers can select suitable learning strategies for students depending on their scores and 

estimate how they would help the students improve to a certain of extent. The benefits lead to the 

development of computerized methods that could predict performance with high accuracy [5]. In addition, 

individualized strategies for improving participation may also be suggested. Furthermore, the automatic 
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prediction mechanism may be used for a formative assessment tool, which has the potential to decrease the 

instructors' assessment loads. Finally, providing prediction results and personalized feedback can foster 

students' awareness [1]. 

Performance prediction has been extensively studied in web-based educational systems and, in particular, 

in Learning Management Systems. This is due to the availability of large amounts of student behavioral 

data, automatically logged by these systems, such as visits and session times, accessed resources, assessment 

results, online activity and involvement in chats and forums, etc. Thus, student performance prediction 

models based on Moodle log data have been proposed in multiple previous studies. Additionally, log data 

from (ITS) intelligent tutoring systems have also been used for performance prediction. In contrast, the 

student's engagement with social media tools in emerging social learning environments has been less 

investigated as a potential performance predictor [1]. Literature has suggested the clustering-based schemes 

for the prediction since the application of the clustering schemes in the fields, such as bioinformatics, image 

analysis, etc., have produced significant results. The clustering scheme divides the database into various 

groups by calculating the similarity measures between the data points in the database. One of the important 

challenges involved in clustering is dividing the database with vagueness. The literature [19] has used the 

fuzzy rule-based classifiers (FRBCs) for constructing the prediction system for the students and [20] has 

used the particle swarm optimization (PSO) for selecting the suitable centroids for clustering. Moreover, 

the existing works have suggested the prediction schemes based on the neural networks (NN), decision 

tree, support vector machine (SVM) [16], and Naive Bayes [17] suitable for the EDM [18]. Several works 

[15] suggested the use of the academic performance of the students in the high school to predict the 

performance of the students in the future. This can be studied by the prediction scheme to identify the 

study pattern of the students [7]. 

2 Literature Survey 

Table 1: Summary of studied related papers published 

Authors Methods Advantages Disadvantage 

Elvira Popescu and 

Florin Leon [1] 

 

LMNNR algorithm 

Good correlation 

coefficients   

It did not compared 

courses with different 

internal and external 

conditions 

Jie Xu et al. [2] 
Machine Learning 

Approach 

It provided valuable 

information for 

academic advisors to 

recommend 

subsequent courses to 

students and carry out 

pedagogical 

intervention measures 

if necessary 

performance 

prediction to elective 

courses was not 

evaluated 

Raheela Asif et al. [3] 
Educational Data 

Mining 

Effective performance 

prediction 

generalizability of the 

results should be 

deepened 
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Mrinal Pandey and S. 

Taruna [4] 

heterogeneous 

multiple classifier-

based framework 

High performance 

accuracy 

Had overfitting 

problems 

Le Hoang Son and 

Hamido Fujita [5] 

Neural-fuzzy with 

representative sets 

better accuracy and 

computational time 

dynamic neurofuzzy 

models and the 

convergence rate 

analysis were not 

examined 

M. R. M. 

VeeraManickam et al. 

[6] 

Map-reduce 

architecture based 

cumulative dragonfly 

based neural network 

(CDF-NN) 

Low MSE and RMSE 

value 

Map reduce required 

high processing time 

L. Ramanathan et al. [7] 

Lion–Wolf based deep 

belief network (LW-

DBN) 

lower error 

performance 

clustering and 

optimization were not 

done 

Asmaa Elbadrawy et 

al.[8] 

Personalized 

multiregression and 

matrix factorization 

forecasting student 

performance in a 

timely and accurate 

manner   

   It was not 

incorporated into real 

time planning 

3 Challenges 

The challenges faced during student performance evaluation are, 

• The clustering scheme divides the data into multiple groups by calculating the similarity measures 

between the data points in the database. One of the major challenges involved in clustering is 

dividing the database with vagueness [21]. 

• For that time, predicting student performance in a particular course relies on the student's past 

performance in other courses, a key challenge for training an effective predictor is how to handle 

heterogeneous student data due to different areas and interests [2]. 

• In [5], although better accuracy and computational time are achieved, dynamic neuro fuzzy models 

and the convergence rate analysis were not examined, which is an important challenge. 

• The main challenge in the Educational Data Mining method is deepening the generalizability of 

the results for improving the prediction performance [3]. 

• In [2], the Machine Learning Approach provided valuable information for academic advisors to 

recommend subsequent courses to students and carry out pedagogical intervention measures but 

the performance prediction to elective courses was not evaluated.  

4 Proposed Methodology 

The main aim of the research is to design and develop a student performance prediction model. The main 

contribution of the research will be the development of new prediction strategy based on the optimization 

algorithm. The proposed method consists of two phases: Training phase and the testing phase. The input 

to the proposed method will be the student assessment marks. In the training phase, the input will be given 

to the mapper, in which the features will be selected from the input data using holoentropy. Then, the 

intermediate data will be generated using the features. After that, the intermediate data will be provided to 

the reducer function, which is built with hybrid NFS- BCS (Neuro Fuzzy system- Bat based chicken swarm) 
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algorithm. The hybrid NFS-BCS algorithm is the hybridization of Neuro fuzzy system, chicken swarm [22] 

and bat algorithm [23]. Then, a training model will be generated. At the testing phase, the information of 

the students will be provided to the map function which will be built with the trained hybrid NFS- BCS 

algorithm and the intermediate data will be generated. Then, the intermediate data is provided to the reducer 

function which will provide the estimated marks of the students. The proposed method will be 

implemented in Python and the analysis will be enabled.  The performance analysis of the proposed method 

will be done based on the metrics, such as average error, Root Square Mean Error. The comparative analysis 

will be done with respect to the performance metrics, and the results of the methods will be compared 

among each other. Specifically, the proposed method of student performance prediction model will be 

compared with the existing methods [2], [5], and [6]. Figure 1 shows the block diagram of the proposed 

student performance prediction model. 

 

 
Figure 1: Block diagram of proposed student performance prediction model  

5 Conclusions 

So, at the end of this paper we can conclude that the proposed technique of map reduce algorithm is helpful 

to predict the students’ performance analysis and plan the training activity to them to get motivated in their 

interested domain as per their choice. 
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