
Using Machine Learning to Predict Distributed
Denial-of-Service (DDoS) Attack

Qozeem Adeniyi Adeshina∗ and Baidya Nath Saha
Department of Mathematical and Physical Sciences, Concordia University of Edmonton, Alberta, T5B 4E4, Canada

* Corresponding author

doi:https://doi.org/10.21467/proceedings.115.21

ABSTRACT
The IT space is growing in all aspects ranging from bandwidth, storage, processing speed, machine
learning and data analysis. This growth has consequently led to more cyber threat and attacks which now
requires innovative and predictive security approach that uses cutting-edge technologies in order to fight
the menace. The patterns of the cyber threats will be observed so that proper analysis from different sets
of data will be used to develop a model that will depend on the available data. Distributed Denial of
Service is one of the most common threats and attacks that is ravaging computing devices on the internet.
This research talks about the approaches and the development of machine learning classifiers to detect
DDoS attacks before it eventually happen. The model is built with seven different selection techniques
each using ten machine learning classifiers. The model learns to understand the normal network traffic
so that it can detect an ICMP, TCP and UDP DDoS traffic when they arrive. The goal is to build a
data-driven, intelligent and decision-making machine learning algorithm model that will use classifiers to
categorize normal and DDoS traffic using KDD-99 dataset. Results have shown that some classifiers have
very good predictions obtained within a very short time.
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I. INTRODUCTION

Cybersecurity attacks pose a very big threats to businesses and organizations around the world. It is a situation
where attackers called cybercriminals use resources at their disposal to take aggressive action against a single
computer device or a network of computers devices. A cybersecurity attack can come in several ways - Distributed
Denial-of-Service (DDoS) attack where heavy traffic is focused towards the target to bring it down, Ransomware
attack where cybercriminals uses malware to encrypt victim’s file and demand for ransom, Phishing attack is a
situation where the criminals disguise to fool the target into doing harmful activities, Malware attack is using
malicious software to damage the target computer, SQL Injection is a situation where an attacker exploits a
vulnerability to take over the victim’s database. There are different intentions that these criminals have when
carrying out the malicious activities. It ranges from stealing data for use, financial gain, competitive advantage etc.
In order to defeat these dangerously growing attacks, there is need to learn how to foresee the attacks and the
need to know what security measures to put in place to protect the organizational businesses. Distributed Denial of
service (DDoS) is one of the most used methods of attacking because it is difficult to defeat. The reason for this
difficulty is due to the attack appearing from different IP address locations across the internet concurrently, making
identifying the source of the attack more difficult. There are lots of devices on the internet that are vulnerable
to DDoS attacks. The DDoS attack can be targeted towards any network devices, but mostly web servers. The
attack is achieved by funneling requests that will eventually saturate and overwork the target device’s resources
like processor utilization, bandwidth, memory etc. such that genuine request will not be processed thus optimal
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operation are hampered. DDoS attacks can be categorized into three groups viz
Volume based attack – The high volume of traffic is directed towards the target using Synchronize (SYN) Flood,
User Datagram Protocol (UDP) Flood, Internet Control Message Protocol (ICMP) Flood and other spoofed packet
flood to overwhelm the bandwidth of the target computer or network measured in bits per second (bps).
Protocol based attack – This type of DDoS focuses on exploiting server resources by targeting Layer 3 and Layer
4 protocol communications with malicious connection requests measured in Packets per second (Pps)
Application based attack – This attack focuses on web applications and are regarded as the most sophisticated and
serious type of attacks. It exploits weakness and flood requests at layer 7 (Application layer) measured in Requests
per second (Rps).

II. LITERATURE REVIEW

This section provides a review of Distributed Denial of service attack detection using machine learning techniques.
Numerous cyber-attack detection techniques and protection strategies have been proposed in recent years because
of the rise in these threats. Studies have revealed that these detection systems come in three major ways; anomaly,
signature or hybrid of the two. In the three cases, a set action will be performed if a signature is matched or not
in the case of signature-based and if a deviation between the normal set parameter and the current in the case of
anomaly-based.
The favorable position of the signature-based approach is the low level of incorrect alarm it triggers. However, the
issue is to compile signatures that will cover all possibilities of the attack. Contrarily, the anomaly-based approach
has more incorrect alarms but can detect unknown attacks and requires more computational resources. While the
hybrid approach makes use of the two strategies [1], [2]. DDoS attacks are specific type of network intrusion that
has drawn the attention of a lot as mentioned in recent surveys [3], [4].
Numerous strategies have been adopted in the past regarding approaches adopted for DDoS classification. This
classification study has provided a basis for DDoS flooding attack categorization using targeted protocol level [5].

Network/Transport-Level DDoS Flooding Attacks: These attacks are typically launched using User Datagram
Protocol (UDP), Internet Control Message Protocol (ICMP), Transmission Control Protocol (TCP), and Domain
Name System (DNS) protocol packets.

Application-Level DDoS Flooding Attacks: These attacks are focused on disrupting legitimate services by ex-
hausting the target server resources, e.g. Central Processing Unit (CPU), sockets, memory and input/output (I/O)
bandwidth. This category of attack is sneakier in operation than volume-related attacks because they are very similar
to normal traffic and generally consume less bandwidth.

There are great challenges in dealing with DDoS attacks. These challenges have to do with timing, how early they are
detected and preventing the attack. Although the complete solution to this menace has not been accomplished[5], [6].
A summary of some reviews of detection of Distributed Denial of Services using machine learning is summarized
in the table below.

Poggi et al. [7] used an online discrete event Simulator to collect data traffic information from each node
independently and then trained each node of network with Naive Bayes algorithm to determine DDoS attack
impact on network by increasing efficiency of DDoS attack detection time.

Stefan at al. [8] put consideration to utilize features of network data traffic flow and network resources to use
most of the genuine user requests.
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TABLE I: Literature review of DDoS attack detection techniques using machine learning algorithms.

Author Year Learning Method Dataset
Poggi et al. [7] 2008 Element Wise Learning,

Naive Bayes method.
Online OmNET++
simulator-based data.

Stefan at al. [8] 2007 Artificial Neural
Networks (ANN),
Extended
Back-Propagation
algorithm

Different levels of
network stack data using
network emulator

Shon et al. [9] 2005 Genetic Algorithm (GA),
Enhanced Support Vector
Machine (SVM)

1999 DARPA IDS dataset
by MIT Lincoln Lab.

Muhammad et al. [10] 2019 kNN, SVM and RF
models

CICIDS2017.

Selvakumar et al. [11] 2011 RBPBoost Classification
Algorithm, Back
propagation, Weighted
Majority Voting.

KDD Cup, DARPA 1999,
DARPA 2000 datasets

Wei et al. [12] 2009 Fourier to Time
Reconstruction algorithm.

NS2 simulation data

Symeon at al. [13] 2002 Hybrid perception based
back-propagation NN,
Fuzzy ARTMAP.

DARPA 98, 99 datasets.

Shon et al. [9] utilized Genetic Algorithm (GA) for features selection using maximum available fields of network
data traffic and then applied Support Vector Machine (SVM) for classification of genuine and DDoS infected packets.

Muhammad et al. [10] used supervised machine learning techniques as classifiers to classify DDoS attacks. The
technique includes Random Forests (RF), K-Nearest neighbors (KNN) and Support Vector Machines (SVM).

Selvakumar et al. [11] utilized multiple backward propagation of errors (back-propagation) models to obtain
basic result. Q-statistics techniques along with Weighted Majority Voting and Weighted Product Rule are used
for selecting best back-propagation model used initially in order to enhance classification accuracy. However, the
technique requires a manual weight setting which may as well not be accurate

Wei et al. [12] used Fourier to time reconstruction algorithm to propose a DDoS attack detection technique where
the service source sends pair of probes to service request node and verify the legitimacy of the request using the
gap between probes.

Symeon at al. [13] used statistical Klomogrov-Smirnov test to fetch similarities from network data measurements.
Further to the first statistical approach, they applied five distinct neural network techniques for classification purposes.
Back-propagation and hybrid perception based back-propagation neural network techniques achieve the highest
classification accuracy than others.

DDoS attacks are quickly becoming the most prevalent type of cyber threat, growing rapidly in recent years
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in both number and volume according to recent market research. DDoS attacks may remain on the internet for
some time. The solution to this problem includes the adoption of detection and mitigation strategies that are easily
adoptable and economically viable. Besides, these approaches should leverage existing provider infrastructure and
be implemented considering new scientific and technological trends.

III. METHODOLOGY

Detecting the different types of DDoS volumetric attacks (TCP flood, UDP flood, ICMP flood) will be considered
in this research. The architecture that attackers use to carry out these types of DDoS attack is shown in Fig1 which
is divided into Control and Attack stage [14].

Fig. 1: DDoS Attack Architecture

The nodes under control stage are vulnerable targets (Handlers) that are used to control another set of vulnerable
targets (Agents). The attacker being the central controller that is using the handlers and agents to finally launch a
distributed attack traffic (attack stage) on the victim. The volumetric attacking traffic can be TCP, UDP or ICMP
which will eventually overwhelm the final target (victim).
The dataset used is from The Third International Knowledge Discovery and Data Mining Tools Competition, which
was held in conjunction with KDD-99 The Fifth International Conference on Knowledge Discovery and Data
Mining. This database contains a standard set of data to be audited, which includes a wide variety of intrusions
simulated in a military network environment. The dataset has been split to 70% training set and 30% testing set.
This section describes how data is extracted from the dataset described above, and the feature selection techniques
that are used. It describes how different machine learning algorithms and techniques are used to classify traffic into
normal or DDoS infected under different feature selection methods. Machine learning is a technique that draws
implications from existing data using mathematical and statistical methods. This will then be used to forecast or
predict the unknown with the implications. There are 10 machine learning models and 7 feature selection methods
that were used in this research paper. Gradient Boosting, Random Forest, Logistic Regression, K-Nearest Neighbor
(KNN), Decision Tree, Support Vector Machine (SVM), Neural Network, Naı̈ve Bayes, AdaBoost and Multinomial
Naive Bayes will be used to carry out the network traffic classification and their performance will be analyzed.
The ten classifiers adopt the same type of framework structure as shown in Fig 2. The dataset with forty features
will be fed into the feature selection algorithm. These different feature selection techniques will produce the most
suitable attributes that will help to correctly predict if a DDoS attack is imminent. The relevant features will then
be used by the DDoS classifier to appropriately classify into ICMP, TCP, UDP or normal packets.
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Fig. 2: Feature Selection and Classification System

Feature Selection Methods Used
Various types of DDoS attacks are studied to select the traffic parameters that change unusually during such attacks.
There are seven feature selection techniques used to extract relevant attributes for the classification. The seven feature
Selection methods used are detailed below.

1. Variance Threshold: Sets a threshold and any feature with a variance lower than this threshold will be removed.
2. Mutual Information: Calculates mutual information value of all independent value with respect to dependent
variable.
3. Anova f-Test: Analysis of variance uses f-test to statistically test the equality of means.
4. Selectk Best: Scores the features using a function and then removes all but the highest scoring features.
5. Pearson Correlation: This is a number between -1 and 1 that indicates the extent to which two variables are
linearly related.
6. RFE Wrapper: Uses iterative search to narrow down features.
7. Embedded Methods: Forces the model to set a coefficient of non-independent attributes to zero.

Brief Description of the Ten Classifiers Used

1. K-Nearest Neighbor: This is one of the methods for early detection of DDoS attacks. It is a simple and easily
applicable supervised machine learning algorithm that can be used for regression and classification. K being a
positive integer, KNN uses nearest K neighbors to determine the class of the new data point. It mostly uses
Euclidean distance function to compute the nearest neighbor. When a new data comes in, Euclidean function is
used to calculate the distance between this new data and data in the training set separately. K smallest distance
(neighbors) is then selected to determine the class of the new data.

2. Gradient Boosting: This is a greedy algorithm and can overfit a training dataset quickly. It is a technique
that can be used for both regression and classification issues. It produces a prediction model from several weak
prediction models.

3. AdaBoost: This machine learning algorithm works by attaching weights to the observations, putting more weight
on difficult to classify instances and less weight on those that were already handled well. New weak learners are
added serially that focus their training on those more difficult patterns.
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4. Support Vector Machine: SVM is also a supervised machine learning algorithm which can be used for both
classification and regression problems. It is however, commonly used for classification. It uses hyperplane in an
N-dimensional space (N is the number of features) that clearly classifies the data points.

5. Naive Bayes: This is a simple probabilistic classifier based on Bayes’ Theorem which is useful for large dataset
[15]. Naı̈ve Bayes model is easy to build when the features in the datasets are independent of each other. The
classifier is fast and not sensitive to unrelated features. The Naı̈ve Bayes performs very well in binary cases for
example when the classification purpose is to discriminate if the incoming packets are DDoS or normal [16]. The
model learns by computing the probability of the training data.

6. Neural Network: This algorithm uses a basic building block called neurons. The collections of these connected
neurons are called artificial neurons. ANN is a strong classification tool based on the artificial neuron model.
Artificial neurons are designed to behave similarly to biological neurons in the biological brain.

7. Decision Tree: This classification algorithm is a simple representation for classifying examples. It is a Supervised
Machine Learning technique where the data is continuously splitted according to a certain parameter.

8. Random Forest: This is a tree-based and ensemble learning algorithm also used for classification and other
tasks that operate by constructing a lot of decision trees from randomly selected subset of training set. It aggregates
the votes from different decision trees to decide the final class of the object.

9. Logistic Regression: This classification algorithm is used when the value of the target variable is categorical in
nature. Logistic regression is commonly used when the data at hand has binary output and it belongs to one class
or another or is either a 0 or 1.

10. Multinomial Naı̈ve Bayes: This algorithm considers a feature vector where a given term represents the number
of times it appears or very often i.e. frequency. It is suitable for classification with discrete features.

IV. EXPERIMENTAL RESULTS AND DISCUSSIONS

The ten different classifiers produce different results under the seven different feature selection methods. The
results are as displayed in the tables below
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Fig. 3: Variance Threshold Feature Selection Method

Fig. 4: Mutual Information Feature Selection Method
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Fig. 5: Anova f-Test Feature Selection Method

Fig. 6: Selectk Best Feature Selection Method
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Fig. 7: Pearson Correlation Feature Selection Method

Fig. 8: RFE Wrapper Feature Selection Method
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Fig. 9: Embedded Feature Selection Method

V. CONCLUSION AND FUTURE WORK

Based on the dataset used for this research and the outcome of classifications, some classifiers have shown
consistently good results (over 95%) across all the feature selection methods. These include Gradient Boosting,
Random Forest, Nearest Neighbors and Decision Tree. However, Multinomial Naive Bayes, when compared to
others, has shown poor prediction performance (less than 73%). Gradient Boosting, Random Forest, Nearest
Neighbors and Decision Tree machine learning algorithms are therefore recommended during DDoS classification
when accuracy is the factor been considered. Similarly, some Classifiers take very long time to run and some
very short time. SVM has proven to be the slowest while Multinomial Naive Bayes and Decision Tree were the
fastest. Cumulatively, when both speed and accuracy is to be considered, Decision Tree classifier is therefore
recommended during DDoS traffic classification. In future, we would like to implement domain knowledge to
improve the performance and reduce the execution time of the classifiers.
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