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ABSTRACT 

Up-to-date road networks are crucial and challenging in computer vision tasks. Road extraction is yet important 

for vehicle navigation, urban-rural planning, disaster relief, traffic management, road monitoring and others. 

Road network maps facilitate a great number of applications in our everyday life. Therefore, a systematic review 

of deep learning approaches applied to remotely sensed imagery for road extraction is conducted in this paper. 

Four main types of deep learning approaches, namely, the GANs model, deconvolutional networks, FCNs, 

and patch-based CNNs models are presented in this paper. We also compare these various deep learning 

models applied to remotely sensed imagery to show their performances in extracting road parts from high-

resolution remote sensed imagery. Later future research directions and research gaps are described. 
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1 Introduction 

The possession of detailed and reliable digital road network datasets can support a wide number of applications. 

Drone-based, airborne, spaceborne sensors using advanced Earth observation and remote sensing technologies. 

It obtained large amounts and different types of high-resolution images. Such images are extensively used in 

several applications, such as urban planning [1], disaster management [2], and emergency tasks [3]. Digital road 

network datasets are usually created by manual extraction initially. Although scientists have been trying to solve 

the problem of road detection for more than 30 years now [4], there hasn’t been flawless software that can 

generalize the desired output under all different situations that occur in the built environment.  It is a time 

consuming, expensive and labor-intensive procedure. However, manual road extraction is costly and slow, 

especially for rural areas which are weakly reachable and have limited access to GPS data unlike urban areas and 

highways [5], [6]. Instead, automatic road extraction from high resolution remote sensing (HR-RS) images have 

attracted much attention, since HR-RS images such as GanFen-2 (GF-2) have the advantages of wide imaging 

coverage, frequent revisit and sufficient spectral and spatial information of land covers [7], [8]. Most researchers 

regard road extraction from HR-RS images as a pixel-wise segmentation task which classifies each pixel into 

road or non-road according to geometric, photometric and texture features of roads (e.g. [9], [10], [11]). Thus, 

the performance of road extraction highly depends on the chosen semantic segmentation methods. In the last 

decade, the deep convolutional neural net- work (CNN) has been introduced to the road extraction due to its 

impressive performances in computer vision [12]–[14] level semantic features with consecutive convolutional 

operations. Recently, as a state-of-the-art machine learning technique, deep learning [15] made a major break- 

through in conventional computer vision tasks such as image classification, object detection, semantic 

segmentation and instance segmentation [16]. As a result, a large number of researchers started using deep 

https://aijr.org/about/policies/copyright/
https://doi.org/10.21467/proceedings.115
https://aijr.org/
https://doi.org/10.21467/proceedings.115.14


Khan and Singh, AIJR Proceedings, pp.106-111, 2021 

 

 

 
 

Proceedings of Intelligent Computing and Technologies Conference (ICTCon2021) 

 107 

learning techniques to solve remote sensing problems [17], including the road detection task [18]. Because of its 

supremacy of modeling complex nonlinear relationships between variables, deep learning surpassed 

conventional road detection algorithms [19]. However, the entire automation of the road extraction procedure 

is still not feasible. Extracted road networks using deep learning techniques frequently contain noise, artifacts, 

isolated road segments or miss information, making them inadequate for real-world applications .Mainly we are 

going in details of deep learning models: Patch-based CNNs, FCNs, Deconvolutional Nets, and GANs. 

2 Deep Learning Models to RS Dataset 

 

 

 

 

 

 

 

  

 

 

  

  

 

 

 

 

 

 

 

 

 

 

Figure 1. Semantic Segmentation of Road to RS Dataset using different Deep Learning Approaches. 
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 Patch-Based CNN Model to Road Extraction  

In the patch-based CNN model, the possibility of road dispensation is firstly predicted piece-by-piece with a 

particular stride and then the label map of the whole image is produced by assembling all of the label patches. 

 Zhong et al. [20] provisionally implemented the newest CNN model to extract road and building objects from 

satellite imagery. The model fused low-level fine-grained features and high-level semantic meaning. In addition, 

further hyperparameters, such as the input image size, training epoch, and learning rate, were analyzed to specify 

the capability of the method in the context of high-resolution remote sensing images. The Massachusetts 

dataset, with a 1-m spatial resolution and 1500 × 1500 pixel size, containing 1711 images for the road and 151 

images for the building datasets, was used for the evaluation. The Massachusetts dataset is related to the state 

of Massachusetts. The dataset covers over 2600 square kilometers with diverse rural, suburban, and urban areas 

[21]. With the integration of the pretrained FCN method with a novel four-stride pooling layer output to the 

last score layer, as well as fine-tuned with high-resolution spatial data, the extraction accuracy of the adjusted 

model was upgraded significantly to over 78%.  

Wei et al. [22] applied aerial images for extracting road classes based on a road structure-refined CNN model, 

which provided road geometric information and spatial correlation. Furthermore, a novel road structure-based 

loss function was applied to cross-entropy loss to yield a weight map by using the minimum Euclidean distance 

of every pixel to the road section and to model the road geometric structure. The Massachusetts road dataset, 

including 1172 images randomly divided into 49, 14, and 1108 images for testing, validation, and training, 

respectively, was used to calculate the proposed technique. Efficiency measures, namely, F1 score, recall, 

precision, and accuracy, were calculated for comparison, which were 66.2%, 72.9%, 60.6%, and 92.4%, 

respectively. 

 Road Extraction Based on the FCNs Model 

Compared to the CNN model that utilizes a dense layer to achieve a fixed-length feature vector and only accepts 

images with a fixed size, the FCNs model uses the interpolation layer after the final convolutional layer to 

upsample the feature map and restores the similar input size, as well as accepts input images of any size. In the 

FCNs, the final dense layers are replaced with convolutional layers and then output is a label map. 

Varia et al. [23] applied a deep learning technique, namely, the FCN-32 for extracting road parts from extremely 

high-resolution UAV imagery. UAV-based imaging systems, which commonly use drones, can be used for the 

real-time assessment of several applications, monitoring tasks, and large-scale mapping, and are managed 

autonomously by onboard computers or remotely by human operators [24]. UAV-based remote sensing systems 

are used in various remote sensing applications, such as object recognition [25] and digital elevation model 

(DEM) generation [26]. Compared with traditional remotely sensed systems, UAVs have multiple advantages, 

including improved security, high speed, low cost, and high flexibility.  
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 Deconvolutional Neural Networks (Dense Net) based Road Extraction 

   Deconvolutional networks struggle to extract hierarchical features from images that closely pertain to 

a number of deep learning methods from the machine learning community. These models comprise an encoder 

and decoder part, which a bottom-up mapping from the input image to the latent feature space is provided by 

the encoder part while the latent features are mapped back to the input image using the decoder part.  

Panboonyuen et al. [27] presented a technique based on a modified deep encoder–decoder neural network to 

extract road objects from remote sensing imagery. To improve the suggested model, the authors enhanced 

certain phases of the suggested approach containing the incorporation of the exponential linear unit (ELU) 

function against the rectified linear unit function. In addition, the authors increased the number of training 

datasets by rotating images to eight different angles incrementally and used a landscape metrics (LM) method 

to eliminate false road parts and improve the general accuracy of the output. The designed model was tested on 

the Massachusetts dataset containing 49, 14, and 1108 images for testing, validation, and training, respectively. 

The most common metrics, namely, F1 score, recall, and precision, were also used for the performance 

evaluation, which gained 85.7%, 86.1%, and 85.4%, respectively. The results proved that the suggested approach 

yields satisfactory results and outperforms state-of-the-art approaches in road extraction from remote sensing 

imagery in terms of performance metrics.  

Wang et al. [28] introduced a semiautomatic technique based on the finite state machine (FSM) and DNN, 

including two main steps, namely, training and tracking, for road extraction from high-resolution remote sensing 

imagery. In the training step, the model was trained to recognize the pattern of an input image. To generate 

training samples, a vector-guided labeling approach that elicited huge image-direction mates from available 

vector road maps and images was defined. In the tracking step, a fusion strategy was used to detect the size of 

a detection window, and the trained DNN was used to recognize extracted image patches. In general, the DNN 

was applied to the proposed method to determine a pattern from complicated scenes, and the FSM was used 

to control the behavior of trackers and translate identified patterns into states. The model was applied to two 

datasets, namely, aerial and Google Earth images, which were divided into 60%, 20%, and 20% for training, 

testing, and validation, respectively. Completeness, correctness, and quality percentage indices were used for the 

performance assessment, which were 75%, 70%, and 74%, respectively. 

 Road Extraction Based on the GANs Model 

GANs comprises two main generative and discriminator models, in which the generative term tries to obtain 

the data dispensation and the discriminator part tries to determine the likelihood that a representation refers 

to training data instead of being created by a generative model [29]. Costea et al. [30] presented a new method 

named dual-hot generative adversarial networks (DH-GAN) to detect intersections and roads from UAV 

images at the higher semantic level of road graphs during the first step. Then, they applied a smoothing-based 

graph optimization method for pixelwise road segmenting and finding the road graph. They used F1 score,  
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precision,  and recall for evaluating the performance of the model, which were 86%, 89.84%, and 82.48% that 

proved the efficiency of the proposed model for road extraction, and also was able to minimize the memory 

costs. Shi, Liu, and Li [30] implemented the GANs model for attaining a smooth road segmentation map 

from Google Earth images with 550 images: 320 images were used for training, 100 images for validation, 

and 130 images for testing. They also used data augmentation procedures to increase the size of the dataset. 

An encoder–decoder SegNet model was used for the generative part to generate a high-resolution 

segmentation map. The accuracy that they achieved for recall, precision, and F1 score was 91.01%, 88.31%, 

and 89.63%, respectively, showing the superiority of the proposed model for road extraction. 

3 Conclusion 

Extracting road types using advanced remote sensing technologies can be economically and practically efficient.  

Numerous proposed methods for road extraction and road data updates using remote sensing images are 

described in this review. Therefore, the development of advanced machine learning methods, such as deep 

CNNs, for feature segmentation and extraction from remote sensing images has encouraged researchers. To 

apply such models to extract road networks from high spatial resolution remote sensing imagery, owing to the 

considerable efficiency of deep convolutional approaches in different applications. Following important 

outcomes are: 

1. The capabilities of deep learning methods for road extraction are more effective than those of regular 

approaches. 

2. When the complexity of images is high and various road types are present, the accuracy of the models 

is low. Therefore, mixing robust pre- and postprocessing techniques is recommended and useful to 

achieve satisfactory results. 

3. The appropriateness of deep learning approaches for road extraction pertaining to different variables, 

such as architecture, data, and hyperparameters, is determined. 

4. The low efficiency of the proposed methods in terms of data quality, training dataset, and model 

hyperparameters is presented. 

5. Occlusions, such as shadows, cars, and buildings, are similar to road features, such as colors, 

reflectance, and patterns. Road extraction remains challenging owing to such issues. 

6. In conclusion, several new methods related to road semantic segmentation are important and yet 

challenging, and research on different proposed techniques with cutting-edge technology is increasing. 
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