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ABSTRACT 

Going digital involves networking with so many connected devices, so network security becomes a critical task 

for everyone. But an intrusion detection system can help us to detect malicious activity in a system or network. 

But generally, intrusion detection systems (IDS) are not reliable and sustainable also they require more 

resources. In recent years so many machine learning methods are proposed to give higher accuracy with 

minimal false alerts. But analyzing those huge traffic data is still challenging. So, in this article, we proposed a 

technique using the Support Vector Machine & Naive Bayes algorithm, by using this we can solve the 

classification problem of the intrusion detection system. For evaluating our proposed method, we use NSL-

KDD and UNSW-NB15 dataset. And after getting the result we see that the SVM works better than the Naive 

Bayes algorithm on that dataset. 
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1 Introduction 

In this digital era, every technology or system is a primary need to build, grow and follow success for every 

government, organization, or individual. All personal, organizational, and governmental information or data 

validate through a digital system. If any unauthorized access won that data or information that it’s become a 

nightmare. So, we need to ensure that our data stays protected on that digital system. To secure our data we 

need a system that can detect malicious access to our pieces of information and system resources. The system 

that is trying to detect those activities and inform us about them, known as Intrusion Detection System. A 

general overview of an IDS is shown in Figure 1. The main aim of an Intrusion Detection System is to check 

and identify security issues automatically like, malicious traffic, contents, unauthorized access, file integrity, and 

many more and block them or send an alert to the network administrators. Also, there were certain problems 

like bugs in software, broken access control, vulnerable cryptographic systems that lead us to invest time and 

money for developing an Intrusion detection system (IDS) [1, 3, 11, 12, 15]. Generally, an IDS has three major 

steps: 

A. Collecting the Information: Collect all data from various hosts, nodes, applications, and networks. B. 

Analyzing Data: Those captured or stored data are analyzed and check if they are malicious or not. C. Response: 

After analysis of data, stored them and send the real-time alert accordingly with the response to that incident. 
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Fig. 1: An Intrusion Detection System (IDS). 

 

Normally there are two methodologies to develop an intrusion detection system, 1. Using various data sources 

IDS can build. Those are usually divided into two categories again, Network-Based and Host-Based IDS. 2. 

Also using various analysis methods IDS can build up. That kind of IDS also has two major categories, Anomaly 

Detection [7, 20] and Misuse Detection [21]. Comes to Host-based IDS, the data or activity recorded from 

various hosts, system logs, operating systems, applications, audit records, and many more. The advantage of 

this host-based system is that it can judge more accurately because it comes from logs and does not require 

additional hardware support. Besides, host-based IDS can decrypt the encrypted traffic packets. But the main 

disadvantage of this system is that it is required to be installed on every host or node. For network-based IDS, 

it is focused on collected network segments like network packets. It is a low cost IDS that can detect attacks 

like DoS (Denial of Service) [9, 10], that cannot be detected by any Host-based IDS. But this type of IDS 

requires more resources like CPU, Memory to analyze huge data traffic, also Network-based IDS can’t decrypt 

encrypted data packets. On the other hand, analysis-based methods like Misure detection also known as 

signature-based detection can detect attacks via checking or comparing signatures from a stored signature 

database. So, it is giving us the result very first for known attacks, but the signature database needs to update 

frequently. And the Anomaly detection [20] technique can be used as a hybrid Intrusion detection system to 

reduce false alerts. But nowadays Machine Learning is used in every field like computer vision, medical 

diagnosis, emotion detection, and many more. Recently researchers are also using these machine learning 

algorithms to intrusion detection, that can help us for speeding up the intrusion detection process with less 

number of false results with accurate detection rate. In our system, we used Support Vector Machine [16] also 

known as SVM that comes under the category of supervised learning and creates a hyper-plane or multi hyper-

planes in a high dimensional space. For non-linear classifiers, it uses various kernel functions and maximizes 

the margin between hyper-planes. On the other hand, we use the Naive Bayes Algorithm [17], which is a 

statistical classifier which can help us to check whether a model fits any particular class or not. 

 

𝑃(𝐴|𝐵)  =
𝑃(𝐵|𝐴)𝑃(𝐴)

𝑃(𝐵)
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2 Review of related literature 

In recent trends, there are so many approaches given by researchers that can solve intrusion detection problems. 

A few summarized pieces of literature are described as follows. 

 Random Tree Classifier for IDS 

M. Almseidin et. al [2] introduced a method using Random Tree Classifier that uses a fixed number of classified 

trees and each tree represented by a single decision point. So random tree classifiers can be featured as a finite 

set group the decision tree. With this method, they use the same KDD dataset and get a 

90.57% of accuracy rate. 

 Supervised Logistic Regression 

A Logistic Regression based system developed by C. Belavagi et. al. [4] For binary and multi class classification 

they used this LR (Logistic Regression) based function. They fitted the data-set by the probability of occurrence 

of any event using the LR function. They use the Equation,ℎ𝜃(𝑥) = 𝑔(1/1 + 𝑒−𝜃𝑇
𝑥) for this. After applying 

the Logistic Regression to the NSL-KDD dataset they get a 0.84 accuracy rate along with 0.83 Precision, 0.85 

Recall, and 0.82 F1-Score. 

  Adaptive Voting Algorithm for IDS 

Another research done by Gao et. al. [5] using the Adaptive Voting Algorithm. In this, the voting classifiers 

used logistic regression, kNN(k-nearest neighbors), Support Vector Machine, Adaboost and random forest. 

Then the adaptive voting model was generated and applied to the NSL-KDD dataset [22]. The diagram of their 

model is shown in figure 2. And after training, they got 81.6% accuracy on the KDDTest+ dataset. 

 

 

Fig. 2: IDS using Adaptive Voting Algorithm [5]. 
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3 Proposed Method 

Our proposed system for an intelligent intrusion detection system is based on the Naive Bayes algorithm and 

support vector machine. As we know the supervised learning techniques are having various types of 

classification algorithms but a few of them are easy to use and give a faster & reliable result. We used the SVM 

and Naive Bayes method over other algorithms because the Intrusion Detection System is a classification 

problem. As we can see many researchers are using SVM with the KDD-NSL dataset for their research and 

evaluation purposes. But in 

In our research we used a forward selective wrapper selection method and labelled the dataset in different 

classes, then we used our normalized SVM and SVM algorithm. We divide our system into two parts, So, let’s 

see that one by one. 

 Prepossessing 

We use NSL-KDD [14] and UNSW-NB15 [13] dataset. So, pre-processing the datasets and evaluation of results 

are the challenging phases of our proposed model. In our system, every phase is important and essential to 

evaluate the performance of the system. Also, SVM and Naive Bayes classifiers are playing a vital role. An 

overview of our proposed system shown in figure 3. 

In the pre-processing steps, we processed the symbolic features, like protocol, service, flags, etc that are present 

in the datasets and we remove all symbolic and non-numeric features because they are not required active 

participation for our intrusion detection system. We converted the nominal attributes to numerical attributes 

for improving the performance. After that, we use a forward selected wrapper selection method that helps us 

to improve performance and reduction of features. 

  

 

Fig. 3: Overview of Our Proposed System 
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 Feature Selection and Methodology 

After pre-processing, we labelled NSL-KDD [14] data into four categories Remote to Local (R2L) attacks, 

Probe attacks, User to Root(U2R) attacks, and Denial of Service (DoS) attacks. Where R2L attack means, an 

attacker gains access to a local machine via sending a malicious packet using a remote machine, for example, 

IMAP [18], file write attack, etc. In the Probe attack, the attacker gained information about the whole network 

before exploiting the network, like Nmap, IP sweep attacks. When normal users exploit the system and gain 

the root privilege known as U2R. Attacks like load module, command injections, eject attacks, and many more. 

And extensive usage of internet bandwidth known as DoS [19] attack, for example, Smurf, TearDrop, etc. Total 

24 types of attacks are present in those four categories. We also used the UNSW-NB15 [13] dataset that has 

nearly 100 GBs of TCP dump captured with two million records with 45 attributes. But in the CSV file of the 

customized dataset having 540,044 records.For the UNSW-NB15 [6–8] dataset we select smean, service, ct src 

dport ltm, ct dst ltm, ct dst sport ltm, tcprtt, dwin as features. And the training set having 175,341 records 

where testing set with 82,332 records are used.After the feature selection step, we randomize the data and 

collect 21,000 instances of the NSL-KDD dataset. These collected instances are used for comparative analysis 

and performance measures. Then we applied the SVM [16] and Naive Bayes classification method to classify 

our dataset. But we also applied 

various normalization methods and forward selected wrapper method for better evaluation and measurement 

purpose. The algorithm we followed for SVM is shown in Algorithm 1 and the Naive Bayes classifier is shown 

in Algorithm 2. 

 

We use sci-kit-learn, NumPy and Pandas libraries, and python for implementing our method on a modern 

computer. 

 

 

Algorithm 1 Support Vector Machine (SVM) 

 

IN: Pre-Processed Dataset. 

OUT: Right/Wrong Classi ed Classes. 

System Initialization 

xi = Input Sample; yi = Labeled Output; 

wv = Weight Vector; 

λ= Regularized Parameter; F = Object Function 

 

F = (minwv λ) || wv || (2 +(1yi(xi, wv))) 

 

Applying Gradient Descent with respect to Weight(wv) 

wv = wv + η (yixi - 2 λwv) Used for Updating Wrong Classification 

wv = wv + η (i - 2 λwv) Used for Updating Right Classification  

Return F 

 

 



Series: AIJR Proceedings 

ISSN: 2582-3922 

 

 

Intelligent Intrusion Detection System using Supervised Learning 

 

30 

 

Proceedings DOI: 10.21467/proceedings.115 

ISBN: 978-81-947843-5-7 

 

Algorithm 2 Naive Bayes Algorithm 

 

 

IN: T = Train Dataset; P = Prediction Variable; 

 

OUT: Testing Set. 

 

System Initialization 

 

Reading the Training Dataset T. 

 

Calculate the Probabilistic function P for each class 

 

A = Dependency Classes; B = Class Variables 

 

𝑃(𝐴|𝐵) =
𝑃(𝐵|𝐴)𝑃(𝐴)

  𝑃(𝐵)
               

 

Sort Classes by its Maximum Probabilistic Value 

 

Generating the Confusion Matrix 

 

Finding Accuracy & False Positive Rate  (FPR) 

 

4 Performance Measurement 

Measuring the result of our trained model using a test dataset we use TP, TN, FP and FN. Those terms are 

described as follows, True Positive (TP): This represents the values that are correctly classified as attacks. True 

Negative (TN) : This represents the values that are correctly classified as normal or general packets. False 

Positive (FP) : FP represents the error values that are classified as attack but in reality those are normal packets. 

False Negative (FN) : FN used for incorrect 

classified packets that’s actually attacked but system labeled as a normal packet. 

 

Accuracy = 
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 

 

False Positive Rate (FPR) = 
𝐹𝑃

𝐹𝑃+𝑇𝑁
 

 

After the analysis, using accuracy rate and false positive rate (FPR) of our 21,000 instances by Support Vector 

Machine [16] and Naive Bayes algorithm we got the data shown in Table 1 and Fig.4. And the analysis of the 

UNSW-NB15 data-set shown in Table 2 and Fig. 5. 
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Table 1: COMPARISON OF ACCURACY AND FPR FROM DIFFERENT METHODS ON KDD 

DATASET. 

 

No. Method Accuracy FPR 

1 Naive Bayes 74.64 24.96 

2 SVM 98.31 1.26 

3 Naive Bayes - Wrapper selection 68.57 31.23 

4 SVM - Wrapper selection 97.61 2.29 

5 Naive Bayes - Normalization 82.49 17.51 

6 SVM - Normalization 97.14 2.78 

 

Table 2: COMPARISON OF ACCURACY AND FPR FROM DIFFERENT METHODS ON UNSW-

NB15 DATASET 

No. Method Accuracy  FPR 

1 Naive Bayes 69.47 29.16 

2 SVM 96.54 3.13 

3 Naive Bayes - Wrapper selection 74.62 25.17 

4 SVM - Wrapper selection 96.21 3.64 

5 Naive Bayes - Normalization 76.83 22.92 

6 SVM - Normalization 96.43 3.20 

 

For the NSL-KDD dataset, we got a 74.64 accuracy rate and 24.96 FPR using the Naive Bayes method. Then 

we got an accuracy of 98.31 and 1.26 FPR using the Support Vector Machine. Then we applied a customized 

wrapper selection method on both Naive Bayes and SVM and we got a 68.57 & 97.61 accuracy rate with 31.23 

& 2.29 of false-positive Rate respectively. Then we also evaluate our system using normalized Naive Bayes and 

SVM. After applying the normalized method, we got 82.49 & 97.14 accuracy rate and 17.51 & 2.78 false-positive 

rate respectively for Naive Bayes and SVM. 

For the UNSW-NB15 data-set, together we got a 69.47 accuracy rate and 29.15 FPR on the Naive Bayes 

method. After that we got an accuracy of 96.54 and 3.13 FPR using the Support Vector Machine. Then we 

applied a customized wrapper selection method on Naive Bayes and SVM and we got a 74.62 & 96.21 accuracy 

rate with 25.17 & 3.64 of false-positive rate respectively. Then we also evaluate our system using normalized 

Naive Bayes [17] and SVM. After applying the normalized method we got 76.83 & 96.43 accuracy rate and 

22.92 & 3.20 false-positive rate respectively for Naive Bayes and SVM [16]. 
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Fig. 4: Accuracy Rate and False Positive Rate (FPR) for KDDTest++ Dataset. 

 

Fig. 5: Accuracy Rate and False Positive Rate(FPR) for UNSW-NB15 Dataset. 
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5 Conclusion and Future Work 

In this, we used the NSL-KDD dataset that is pretty old and used for many research work but this dataset can 

be used for comparative results. By our proposed system, this dataset performs using the SVM algorithm. And 

we see that the Support Vector Machine [16] method gives fewer false alarms with higher accuracy than Naive 

Bayes. Also, we use a new, big dataset named UNSW-NB15. In that dataset we also see that our SVM stands 

out and gives us good accuracy. But this dataset having so much data and some TCP dumps are not labeled 

correctly, so we got low accuracy compared with the NSL-KDD dataset. But in the future, this dataset can be 

used on deep neural networks to get a better result and fewer false alerts. 
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