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Abstract 

In Obstetrics, Ultrasound is used to access fetus growth which can be measured by Head 

Circumference. Accurate segmentation of fetal head is important for calculating Head Circumference. 

As Deep Learning is gaining popularity because of its state of the art performance, the various Deep 

Learning techniques for the segmentation of fetal skull are discussed in this article. 
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 Introduction  

ULTRASOUND (US) is widely accepted in clinical practice. As compared to other imaging modalities 

like Computed Tomography, Magnetic Resonance etc.. It is safe, painless, low cost, portable and radiation 

free [1]. But it has some disadvantages like speckle noise, artifacts [2], shadows, missing boundaries, low 

SNR, low contrast and long-spun-occlusion [3]. 

In prenatal screening, US is used to check fetus growth, estimate Gestation Age and detect growth 

abnormalities [4]. In [5], AIUM gave guidelines for performing high quality Obstetrics US exams for 

measuring different bio-metric measures like Bi-parietal Diameter (BPD), Head Circumference (HC), 

Abdomen Circumference (AD), Femur Length (FL), Crown Rump Length (CRL) etc. For first trimester, 

CRL is important for estimating Gestational Age (GA). After that GA is calculated by other measures like 

HC and FL [4]. 

According to [6], variation in caliper placement between sonographers is the largest error source for fetus 

bio-metric measurement. Patient anatomy and fetal orientation also causes error in measurement. Moreover, 

measurement is time consuming and tiring [7]. So, there is a need for an automatic solution of segmentation 

of fetal head boundary from US images and then calculating different bio-metrics. 

 Segmentation 

Segmentation is a process of sub-dividing an image into objects having homogeneous features like color, 

intensity [8] etc. Different features for segmentation can be divided into four categories: features based on 

descriptor, based on model, based on texture like Wavelets and LBP (Local Binary Patterns) [9]. In [10] 

Random Forest classifier was used with Haar like features for fetal skull localization. Log. Gabor was used 

in [11] for measurement of fetal bio-metrics. It can be considered as a pixel wise classification task i.e. to 

classify a given pixel in different classes. For 2D US head segmentation, the task is to classify a pixel as 

belonging to fetal head region or not. 

 Traditional Machine Learning 

In Traditional Machine Learning, feature extraction (man crafted features) and selection are important. 

First, the pre-processing of acquired images is done followed by feature extraction and then the features are 

fed to the machine learning model for classification of pixels into different categories.  
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Fig. 3. Machine Learning Approach 

In [12], texton is used with Support Vector Machine to detect fetal head. Constrained Probabilistic 

Boosting Trees with Haar features were used in [13]. In [14], Haar Cascade is used for automatic fetus skull 

detection. 

 Deep Learning  

For Deep Learning, the pre-processed images are directly fed to the Deep Learning model without any 

need of extracting features by human. The model extracts relevant features which are more efficient than 

hand-crafted features along with segmenting the image into different objects. Fig. 2. shows the common 

approach used to measure fetal HC using Deep Learning. Segmented image after thresholding is fed to an 

ellipse fitting algorithm like Dogell [15], Hough Transform, Ellifit [16], Least Square Ellipse fitting [17] etc. 

which gives ellipse parameters (semi minor axis, semi major axis, angle between x-axis and the semi major 

axis, center co-ordinates) from which Ellipse Circumference can be detected. Ramanujan approximation II 

[18] is one common approximation to estimate ellipse circumference. 

Different Deep Learning architectures are described in Section III. CNN architectures have convolution 

layers, pooling layers and fully connected layers. Often in deep learning, over fitting problem is there. To 

tackle this, batch normalization, data augmentation and drop out is used. Drop out is mainly used with fully 

connected layers. For convolution layers, Dropblock [19] is used for regularization. For network to converge 

faster, proper weight initialization is needed. There are many initialization schemes like He initialization, 

Glorot initialization, Xavier initialization [20]. Common loss functions for segmentation are Cross Entropy 

loss and Dice loss. The weights are updated such that the loss is minimized.    

Fig. 4. Deep Learning Approach 
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 HC18 Dataset 

HC18 [21], a Grand Challenge dataset that came in year 2018. It contains 1334 two dimensional standard 

plane fetus head Ultrasound images of image size 800X540 pixel. The dataset has images of all three 

trimesters. No abnormal fetal head images were provided. It was collected from Medical Center at Radboud 

University, Nijmegen, the Netherlands with General Electric's Voluson 730 and Voluson E8 Ultrasound 

machines [17]. The pixel size ranges from 0.052 mm to 0.326 mm. Train set of the dataset has 999 images 

along with corresponding annotated masks. The  Head Circumference (in mm) and Pixel Size (in mm) 

information is given in a .csv file for train set. The test set consists of 335 images with no information of 

ground truth Head Circumference and annotated masks. Heuvel et al. [17] proposed three systems (A, B, C) 

and trained Random forest on Haar like features to detect fetal skull pixels. HC was calculated with dynamic 

programming, Hough transform and ellipse fit. System C gave better results than system A and B which 

shows the importance of separating results for each trimester. 

Fig. 5. HC18 [17] [21] dataset images along with annotations 

 Deep Learning Based Architectures used with 2D Fetal US Images 

Various variants of Fully Convolutional Networks (FCN), UNet and LinkNet architectures proposed in 

literature for fetus head segmentation are described in this section.  

 FCN 

Fully Convolutional Network (FCN), proposed by Long et al. [22] replaces fully connected layer of CNN 

with fully convolutional layer. With this the network achieved dense pixel wise prediction. 

In 2017, Wu et al. [7] proposed casFCN, which is a lite FCN with Auto Context scheme. Instead of 

parallel join, summation was proposed in Auto Context. This gave refined fetal head boundary in segmented 

image which was not there with FCN model. 900 training images and 236 test images of 19-40 week GA 

were used in the study. 
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In 2018, Sinclair et al. [23] proposed VGG16-FCN with 16 conv layers and initial weights of ImageNet. 

HC calculation with Ramanujan approximation II [18] was done. Study on Inter Observer and Model Expert 

was done. Near real time model performance was observed similar to human expert. 

 UNet 

UNet [24], proposed by Ronneberger et al. has 31 Million parameters. The contracting path in UNet is 

used to capture context and the expansion path is used for precise localization. It uses filters for up-sampling 

because Transposed convolution is used. As we go down the contracting path, the feature channel number 

gets doubled. The number of channels become half as we go up the expansion path. The cropped encoder 

features are concatenated with the features of the corresponding decoder. In [25] different fine tuning 

strategies of UNet for ultrasound images are discussed.  

In [26], a UNet architecture having input layer size 512X512 was used. US image pixels were classified 

into three classes i.e. maternal tissue, fetal head and background or others. It gave large error as compared 

to previous studies because learning did not reach convergence. 

In 2019, MPF-UNet, a UNet inspired model having bottleneck linked to Feature Pyramid Network was 

proposed by Oghli et al. [27]. Segmentation of head, abdomen and femur was done with a single model. 

In [28], DU-Net, a UNet with Scattering Coefficients that preserve frequency was proposed. SC (derived 

from Morlet Wavelet and ScatNet) and image is separately encoded and the encoded feature maps were 

fused and decoded to get segmentation map. It has high confidence while making predictions as compared 

to UNet which is shown by a sharp segmentation map. 

Budd et al. [29] evaluated Probabilistic UNet, MC Dropout and proposed a Variance score for rejecting 

images that produce sub-optimal HC measure. 

In [30] a three encoder-decoder layer UNet with Squeeze Excitation (SE) blocks on skip connection for 

channel attention called SE-UNet was proposed. In bottleneck of SE-UNet, dilated convolution having 

dilation factor 1, 2, 4, 8, 16 and 32 is used. The model could predict fetal head and boundary, even when the 

boundaries were missing in the ultrasound images. 

YOLO for fetal head localization was used in [31]. Masks were preprocessed based on distance field 

concept. UNet was trained to reduce MSE loss. Tanh activation function was used at the output layer of 

UNet. Outliers were detected and removed. Outlier detection improved the model performance and the 

approach gave highest performance compared to other state of the art techniques for HC18 dataset. 

 LinkNet 

LinkNet proposed in [32] is a network consisting of 11.5 Million parameters. A 7X7 convolutional layer 

with stride 2 is present at the start of the LinkNet encoder. A 3X3 spatial max pooling operation with stride 

2 is performed. Residual blocks are present in later encoding blocks which use ResNet18 encoder.  

In [32], full conv is proposed which is used in the decoder LinkNet. The positional information which is 

lost is recovered with the bypassed encoder link to corresponding decoder. The decoder can use this 

recovered information. The resultant network is efficient and can be used in real time. The decoder shares 

knowledge learnt at each stage. 

In 2019, Sobhaninia et al. [33] proposed a multi scaled input LinkNet (MTNL) with ResBlock in encoder 

and skip connections for encoder decoder connection. Ellipse tuner which consists of three Fully Connected 

layers having five neurons in the last layer for calculation of five ellipse parameters. Segmentation loss (BCE 

and 1-Dice) and Tuner Loss (Mean Square Error) were reduced as an optimization process. This Multi task 

network with Tuner gave better results than single task deep learning network without Ellipse Tuner. 
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In 2020, a LinkNet inspired Multi Scale Mini LinkNet was introduced by Sobhaninia et al. [34]. It has low 

complexity. Instead of 4 encoder blocks of LinkNet, 3 were used and multi scale images were fed to the 

network. Reduction of training time (reduced by half) and parameters was observed as compared to LinkNet. 

 2D VNet 

3D VNet was proposed in [35] for the segmentation of Prostate MRI images. In [36], 3D VNet was 

adapted to segment 2D US fetus head standard TV plane images. Instead of softmax, sigmoid activation 

function was used in its 2D adaptation. In the proposed VNet-C, ELU activation was used in intermediate 

layers, hard sigmoid was used at the output layer, batch normalization was used after activation function, 

network depth was increased from 5 to 7 and Tversky loss was used.  

 CNN 

In 2020, Zhang et al. [37] compared four different regression CNNs - CNN 1M, CNN 263K, ResNet50 

and VGG16 having linear activation function in the end for HC measurement directly. CNN's were trained 

with three different regression losses (huber loss, mean absolute error and mean square error) and their 

analysis was done. Reg-ResNet50 with the MSE loss gave better results out of all the models. The regression 

CNNs have high error and standard deviation than segmentation based networks.  

In 2020, the first method for HC measurement from standardized sweep protocol was done in [38]. A 

CNN inspired by VGG-Net with 3 neurons in the last layer detects fetal skull from 3 sweep OSP [39]. UNet 

inspired model was used for identification of fetal head pixels and Direct Least squares [40] was used for 

ellipse parameters. The approach showed decrease in network complexity because of down-sampling of 

input images. The proposed approach can be used in low cost environments. 

 YOLO 

In 2017, Irene et al. [15] used YOLO for  localization of fetal skull and abdomen from dataset containing 

images having both abdomen and fetal skull. The fetal head and abdomen area was cropped along the 

bounding box given by YOLO, The work compared Dogell and Hough Transform methods for detection 

of ellipses. Dogell algorithm gave better accuracy and performed faster than Hough Transform.  

 Conclusion 

 In this paper, different Deep Learning techniques for the segmentation of head of a fetus from 2D US 

images is briefly reviewed. Head Circumference (HC) is an important parameter to find the growth of the 

fetus. Because of low signal to noise ratio, blur, missing boundaries etc., the manual calculation of HC is 

tedious, time consuming and is error prone. It needs expert Sonographers which are not readily available in 

developing countries and rural area. So, we need models for automatically calculating HC from given US 

image. Deep Learning is widely studied these days but in case of 2D Ultrasound, it is in developing stage. 

There is a need to transfer existing approaches in other modalities to 2D US domain. Work can be done on 

attention mechanism, deep supervision, GANs for generating artificial images for data augmentation [41] 

and adversarial training [42]. Plane acceptance check along with segmentation can also be considered for 

future work [43]. 

References 

[1] M. S. Uddin, K. K. Halder, M. Tahtali, A. J. Lambert, M. R. Pickering, M. Marchese, and I. Stuart, “Intelligent estimation of noise 

and blur variances using ann for the restoration of ultrasound images,” Applied optics, vol. 55, no. 31, pp. 8905–8915, 2016. 

[2] F. W. Kremkau and K. Taylor, “Artifacts in ultrasound imaging.” Journal of ultrasound in medicine, vol. 5, no. 4, pp. 227–237, 1986. 

[3] X. Yang, X. Wang, Y. Wang, H. Dou, S. Li, H. Wen, Y. Lin, P.-A. Heng, and D. Ni, “Hybrid attention for automatic segmentation 

of whole fetal head in prenatal ultrasound volumes,” Computer Methods and Programs in Biomedicine, vol. 194, p. 105519, 2020. 

https://doi.org/10.21467/proceedings.114


Bhalla et al., AIJR Proceedings, pp.130-136, 2021 

 

 

 

Proceedings of International Conference on Women Researchers in Electronics and Computing (WREC 2021) 

 135  

[4] P. Loughna, L. Chitty, T. Evans, and T. Chudleigh, “Fetal size and dating: charts recommended for clinical obstetric practice,” 

Ultrasound, vol. 17, no. 3, pp. 160–166, 2009. 

[5] J. Crino, H. J. Finberg, F. Frieden, J. Kuller, A. Odibo, A. Robichaux, M. Bohm-Velez, D. H. Pretorius, S. Sheth, T. L. Angtuaco et 

al., “Aium practice guideline for the performance of obstetric ultrasound examinations,” Journal of Ultrasound in Medicine, vol. 32, 

no. 6, pp.1083–1101, 2013. 

[6] I. Sarris, C. Ioannou, P. Chamberlain, E. Ohuma, F. Roseman, L. Hoch, D. Altman, A. Papageorghiou, I. Fetal, and N. G. C. for the 

21st Century (INTERGROWTH-21st), “Intra-and interobserver variability in fetal ultrasound measurements,” Ultrasound in obstetrics 

& gynecology, vol. 39, no. 3, pp. 266–273, 2012. 

[7] L. Wu, Y. Xin, S. Li, T. Wang, P. Heng, and D. Ni, “Cascaded fully convolutional networks for automatic prenatal ultrasound image 

segmentation,” in 2017 IEEE 14th International Symposium on Biomedical Imaging (ISBI 2017),  pp. 663–666, 2017. 

[8] P. Sinha, M. Tuteja, and S. Saxena, “Medical image segmentation: hard and soft computing approaches,” SN Applied Sciences, vol. 

2, no. 2, pp. 1–8, 2020.   

[9] Q. Huang, F. Zhang, and X. Li, “Machine learning in ultrasound computer-aided diagnostic systems: a survey,” BioMed      research 

international, vol. 2018, 2018. 

[10] J. Li, Y. Wang, B. Lei, J.-Z. Cheng, J. Qin, T. Wang, S. Li, and D. Ni, “Automatic fetal head circumference measurement in ultrasound 

using random forest and fast ellipse fitting,” IEEE journal of biomedical and health informatics, vol. 22, no. 1, pp. 215–223, 2017. 

[11] H. Sahli, A. Zaafouri, A. B. Slama, R. Rachdi, and M. Sayadi, “Analytic approach for fetal head biometric measurements based on 

log gabor features,” Iranian Journal of Science and Technology, Transactions A: Science, vol. 43, no. 3, pp. 1049–1057, 2019. 

[12] L. Zhang, X. Ye, T. Lambrou, W. Duan, N. Allinson, and N. J. Dudley, “A supervised texton based approach for automatic 

segmentation and measurement of the fetal head and femur in 2d ultrasound images,” Physics in Medicine & Biology, vol. 61, no. 3, 

p. 1095, 2016. 

[13] G. Carneiro, B. Georgescu, S. Good, and D. Comaniciu, “Detection and measurement of fetal anatomies from ultrasound images 

using a constrained probabilistic boosting tree,” IEEE transactions on medical imaging, vol. 27, no. 9, pp. 1342–1355, 2008. 

[14] P. Nadiyah, N. Rofiqah, Q. Firdaus, R. Sigit, and H. Yuniarti, “Automatic detection of fetal head using haar cascade and fit ellipse,” 

in 2019 International Seminar on Intelligent Technology and Its Applications (ISITIA). IEEE, pp. 320–324, 2019. 

[15] K. Irene, H. Haidi, N. Faza, W. Chandra et al., “Fetal head and abdomen measurement using convolutional neural network, hough 

transform, and difference of gaussian revolved along elliptical path (dogell) algorithm,” arXiv preprint arXiv:1911.06298, 2019. 

[16] D. K. Prasad, M. K. Leung, and C. Quek, “Ellifit: An unconstrained, non-iterative, least squares based geometric ellipse fitting 

method,” Pattern Recognition, vol. 46, no. 5, pp. 1449–1465, 2013. 

[17] T. L. A. V. D. Heuvel, D. D. Bruijn, C. L. D. Korte, and V. Ginneken, “Automated measurement of fetal head circumference using 

2D ultrasound images,” vol. 4, pp. 1–20, 2018. 

[18] R. W. Barnard, K. Pearce, and L. Schovanec, “Inequalities for the perimeter of an ellipse,” Journal of mathematical analysis and 

applications, vol. 260, no. 2, pp. 295–306, 2001. 

[19] G. Ghiasi, T.-Y. Lin, and Q. V. Le, “Dropblock: A regularization method for convolutional networks,” arXiv preprint 

arXiv:1810.12890, 2018. 

[20] S. K. Kumar, “On weight initialization in deep neural networks,” 2017. 

[21] T. van den Heuvel, D. de Bruijn, C. L. de Korte, and B. van Ginneken, “Automated measurement of fetal head circumference,” Jul. 

2018[Online]. Available: https://doi.org/10.5281/zenodo.1322001 

[22] J. Long, E. Shelhamer, and T. Darrell, “Fully convolutional networks for semantic segmentation,” CoRR, vol. abs/1411.4038, 2014. 

[Online]. Available: http://arxiv.org/abs/1411.4038 

[23] M. Sinclair, C. F. Baumgartner, J. Matthew, W. Bai, J. C. Martinez, Y. Li, S. Smith, C. L. Knight, B. Kainz, J. Hajnal, A. P. King, 

and D. Rueckert, “Human-level performance on automatic head biometrics in fetal ultrasound using fully convolutional neural 

networks,” 2018. 

[24] O. Ronneberger, P. Fischer, and T. Brox, “U-net: Convolutional networks for biomedical image segmentation,” CoRR, vol. 

abs/1505.04597,2015.[Online].Available:http://arxiv.org/abs/1505.04597 

[25] M. Amiri, R. Brooks, and H. Rivaz, “Fine-tuning u-net for ultrasound image segmentation: Different layers, different outcomes,” 

IEEE Transactions on Ultrasonics, Ferroelectrics, and Frequency Control, vol. 67, no. 12, pp. 2510–2518, 2020. 

[26] C. P. Aji, M. H. Fatoni, and T. A. Sardjono, “Automatic measurement of fetal head circumference from 2-dimensional ultrasound,” 

in 2019 International Conference on Computer Engineering, Network, and Intelligent Multimedia (CENIM), pp. 1–5, 2019 . 

[27] M. G. Oghli, S. Moradi, R. Gerami, and A. Shabanzadeh, “Automatic fetal biometry evaluation in ultrasound images using a deep 

learning based approach,” Iranian Journal of Radiology, vol. 16, no. Special Issue, 2019. 

[28] A. Desai, R. Chauhan, and J. Sivaswamy, “Image segmentation using hybrid representations,” in 2020 IEEE 17th International 

Symposium on Biomedical Imaging (ISBI). IEEE, pp. 1–4, 2020. 

[29] S. Budd, M. Sinclair, B. Khanal, J. Matthew, D. Lloyd, A. Gomez, N. Toussaint, E. C. Robinson, and B. Kainz, “Confident head 

circumference measurement from ultrasound with real-time feedback for sonographers,” in International Conference on Medical 

Image Computing and Computer-Assisted Intervention. Springer, pp. 683–691, 2019. 

[30] D. Qiao and F. Zulkernine, “Dilated squeeze-and-excitation u-net for fetal ultrasound image segmentation,” in 2020 IEEE Conference 

on Computational Intelligence in Bioinformatics and Computational Biology (CIBCB). IEEE, pp. 1–7, 2020. 

[31] M. C. Fiorentino, S. Moccia, M. Capparuccini, S. Giamberini, and E. Frontoni, “A regression framework to head-circumference 

delineation from us fetal images,” Computer Methods and Programs in Biomedicine, vol. 198, p. 105771, 2020. 



Series: AIJR Proceedings 

ISSN: 2582-3922 

 

 

Evolutionary Techniques on Fetal Head Segmentation 

 

136 

 

Proceedings DOI: 10.21467/proceedings.114 

ISBN: 978-81-947843-8-8 

[32] J. Long, E. Shelhamer, and T. Darrell, “Fully convolutional networks for semantic segmentation,” in Proceedings of the IEEE 

conference on computer vision and pattern recognition, pp. 3431–3440, 2015. 

[33] Z. Sobhaninia, S. Rafiei, A. Emami, N. Karimi, K. Najarian, S. Samavi, and S. R. Soroushmehr, “Fetal ultrasound image segmentation 

for measuring biometric parameters using multi-task deep learning,” in 2019 41st Annual International Conference of the IEEE 

Engineering in Medicine and Biology Society (EMBC). IEEE, pp. 6545–6548, 2019. 

[34] Z. Sobhaninia, A. Emami, N. Karimi, and S. Samavi, “Localization of fetal head in ultrasound images by multiscale view and deep 

neural networks,” in 2020 25th International Computer Conference, Computer Society of Iran (CSICC). IEEE, pp. 1–5, 2020. 

[35] F. Milletari, N. Navab, and S.-A. Ahmadi, “V-net: Fully convolutional neural networks for volumetric medical image segmentation,” 

in 2016 fourth international conference on 3D vision (3DV). IEEE, pp. 565–571, 2016. 

[36] E. L. Skeika, M. R. Da Luz, B. J. T. Fernandes, H. V. Siqueira, and M. L. S. C. De Andrade, “Convolutional neural network to detect 

and measure fetal skull circumference in ultrasound imaging,” IEEE Access, vol. 8, pp. 191 519–191 529, 2020. 

[37] J. Zhang, C. Petitjean, P. Lopez, and S. Ainouz, “Direct estimation of fetal head circumference from ultrasound images based on 

regression cnn,” in Medical Imaging with Deep Learning. PMLR, pp. 914–922, 2020. 

[38] T. L. van den Heuvel, H. Petros, S. Santini, C. L. de Korte, and B. van Ginneken, “Automated fetal head detection and circumference 

estimation from free-hand ultrasound sweeps using deep learning in resource limited countries,” Ultrasound in medicine & biology, 

vol. 45, no. 3, pp. 773–785, 2019. 

[39] K. K. DeStigter, G. E. Morey, B. S. Garra, M. R. Rielly, M. E. Anderson, M. G. Kawooya, A. Matovu, and F. R. Miele, “Low-cost 

teleradiology for rural ultrasound,” in 2011 IEEE Global Humanitarian Technology Conference, pp. 290–295, 2011. 

[40] A. Fitzgibbon, M. Pilu, and R. B. Fisher, “Direct least square fitting of ellipses,” IEEE Transactions on pattern analysis and machine 

intelligence, vol. 21, no. 5, pp. 476–480, 1999.  

[41] L. H. Lee and J. A. Noble, “Generating controllable ultrasound images of the fetal head,” in 2020 IEEE 17th International Symposium 

on Biomedical Imaging (ISBI). IEEE, pp. 1761–1764, 2020. 

[42] A. Casella, S. Moccia, E. Frontoni, D. Paladini, E. De Momi, and L. S. Mattos, “Inter-foetus membrane segmentation for ttts using 

adversarial networks,” Annals of biomedical engineering, vol. 48, no. 2, pp. 848–859, 2020. 

[43] R. Qu, G. Xu, C. Ding, W. Jia, and M. Sun, “Standard plane identification in fetal brain ultrasound scans using a differential 

convolutional neural network,” IEEE Access, vol. 8, pp. 83 821–83 830, 2020. 

 

https://doi.org/10.21467/proceedings.114

